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• Student declaration - update any existing student declarations that accompany 
submissions for assessment so students certify that it is their own work, all sources 
are correctly attributed and the contribution of any assistive technologies is fully 
acknowledged.  

 
• Policies and practices - reflect on whether your current policies and practices that 

cover academic misconduct for students submitting assessed work can be adjusted 
and updated to include submissions produced by LLMs.  

 
• Assessment design - engage with students and staff on the benefits of authentic 

and innovative forms of assessment that will not rely on investing in software to 
detect text generated by LLMs and other AI sources. This represents an opportunity 
to partner with students and build trust in assessment processes that are co-
created, iterative and supportive of critical thinking.  

 
• Detection tools - be cautious in your use of tools that claim to detect text 

generated by AI and advise staff of the institutional position. The output from these 
tools is unverified and there is evidence that some text generated by AI evades 
detection. In addition, students may not have given permission to upload their work 
to these tools or agreed how their data will be stored. 

 
What practices can providers use 



3 

Additional resources 
 
QAA resources to support academic integrity and assessment design  
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